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Overview

« Data Center and Workloads




Digital Services Economy...
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..Fueling Cloud Computing Growth

Public Cloud Computing Market
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Cloud Economics

VMs per System
Web Transactions / Sec
Storage Capacity

Servers

Hadoop Queries
Performance / TCO s the key metric




Diverse Data Center Demands
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Overview

e Xeon+FPGA Accelerator Platform




Accelerator Architecture Landscape




Accelerator Attach
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Best attach technology might be application or even algorithm dependent




Coherency and Programming Model

Data Movement

* In-line
» Accelerator processes data fully or partially from direct 1/O
« Shared Virtual Memory :

* Virtual addressing eliminates need for pinning memory buffers
« Zero-copy data buffers

* |nteraction between Core and Accelerator
e Off-load

* Hybrid : algorithm implemented on host and accelerator




Proposed Platform for the Data Center

* FPGA with coherent low-latency interconnect:
« Simplified programming model
* Support for virtual addressing

« Data Caching

* Enables new classes of algorithms for acceleration with:
* Full access to system memory

« Support for efficient irregular data pattern access

 Remapping of algorithms from off-load model to hybrid processing model

* Fine grained interactions




IVB+FPGA Software Development Platform

Software Development for Accelerating Workloads using Xeon and coherently attached FPGA in-socket

Processor

Intel® Xeon® E5-26xx v2
Processor

FPGA Module

Altera Stratix V

® ® QPI Speed
Intel” Xeon P

6.4 GT/s full width
(target 8.0 GT/s at full width)

E5-2600 v2 Memory to FPGA
Product Family Module

2 channels of DDR3
(up to 64 GB)

Expansion
connector
to FPGA Module

PCle 3.0 x8 lanes - maybe used
for direct I/O e.g. Ethernet

Features

Configuration Agent, Caching
Agent,, (optional) Memory
Controller

Software

Accelerator Abstraction Layer
(AAL) runtime, drivers, sample
applications

Heterogeneous architecture with homogenous platform support




System Logical View
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Multi-processor Coherence Domain Cache access Domain

AFUs can access coherent cache on FPGA

AFUs can “not” implement a second level cache

Intel® Quick Path Interconnect (Intel® QPI) IP participates in cache coherency
with Processors




Programming Interfaces

CPU _ FPGA 2

Accelerator Function Units
(AFU)

.

Host Application
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Programming interfaces will be forward compatible from SDP to future MCP solutions
Simulation Environment available for development of SW and RTL




Programming Interfaces : OpenCL

P o mea
OpenCL OpenCL
Host Code Application

1

OpenCL RunTime

OpenCL Kernels

Service API
:Ecelera_tor ————— - CCl
straction " Virtual Memory API ] Extended
Layer
Ccl
Standard

QPI/UPI/P

| System Memory I

Unified application code abstracted from the hardware environment
Portable across generations and families of CPUs and FPGAs




Overview

* Applications and Eco-system




Intel® Xeon® + FPGA' in the Cloud IP Library

\/| S1IoN End User FPGA Vendor
Developed IP Developed IP
" " Cloud Users
Intel 3rd part
Developed IP Developed IP
Workload

Launch workload Workload
accelerators

Software
Defined

Infrastructure
Place
workload

Resource Pool Static/dynamic

FPGA
Storage Network programming




Example Usage:
Deep Learning Framework for Visual Understanding

cluster
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CNN (Convolutional Neural Network) function accelerated on FPGA:

primitives

pusekeeping functions.
el measured
microbenchmark. In order to sustain ~2400 Img/s we need a I/O bandwidth of ~500 MB/s, which can be supported by a TOGIgE link and software stac



Example Usage:
Genomics Analysis Toolkit

DATA CLEANUP EVALUATION

.| Analysis-Ready SNPs
Variants & Indels

- ¥.
meir.q ._.| Var, Cofling |
.F!aada__"

[ Genotype Likelihoods |

E’E%-Tii@ m;_j
Mo b Rafarenca

[ Mark Duplicates
& Sort (Picard)

[T‘HEETRueﬂdlgrmmt_]
+
[ Base Recalibration |

sEEEEEEEEEA Ry
]

NE=s

3

| Joint Genotyping | | Aisyfolsl Z

'
| RawVarints  ses ) (ingon ] |
i ) ; [ Variant E'-raluatlorlJ
Variant Recalibration i ook good?

+ separarely per vanant fype H
Analysis-Ready : ,,/\_,
Reads : @ @

x
%
Zz

SEEsEImEAREEEEREE

Samsmamsama

troubleshoot wse in project

PairHMM function accelerated on FPGA:
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Example Usage:
Database Query Processing
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Decompression function accelerated on FPGA:

pd): 0.48 Clocks/Byte
350 MHz (60W TDP)
3GHz); assuming linear

Scaling to 3o Ihreads on



Academic Research in FPGA Usages

Intel & Altera jointly launched Hardware Accelerator Research Program

Q1'15: Call for proposals “which will provide faculty with computer systems
containing Intel microprocessors and an Altera” Stratix™ V FPGA module that
incorporates Intel® QuickAssist Technology in order to spur research in
programming tools, operating systems, and innovative applications for
accelerator-based computing systems”

Q2'15: Proposals reviewed and selected

Q3'15: Systems being shipped to universities




Q&A




